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1.0 INTRODUCTION  
The authors in [1], remark that the number of customers who patronize a service facility could be finite or infinite. 

According to Ogumeyo and Nwamara [2] and Wagner [3], customers’ arrival and departure in queuing system follow 

Poisson distribution law with arrival rate 𝜆 and   service rate 𝜇 which are assumed to be independent and exponentially 

distributed. The busy periods are periods during which the server is busy servicing customers while idle periods are 

periods during which the server is not servicing customers as defined in [3]. The author in [4], stated that the role of a 

queue system involves identifying the probability distribution of customers’ rate of arrival and departure including the 

service pattern. Basic queue structures and queue channels are discussed in Subagyo [5] and Kakiay [6]. Hillier and 

Lieberman [1] stated that queues emerge as a result of service rate being lower than the rate of demand for service, 

liken to situations commonly experienced in super – markets, hospitals, banks, filling stations etc. The three states of a 

queuing system is reported in [7], which includes transient, steady and explosive states. A queue is said to be in a 

transient state if its behavior varies with time, if its behavior does not change with time, it is said to be in steady state 

condition while an explosive state is when a queue system builds up to infinity. 
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The goal of this research is to expand existing single server queue models 
by deriving their performance measures through the application of 
probability laws. In this paper, we present a server queue model which 
consists of balking customers whose behaviours are characterised by 
discouragement and impatience during long queues. The averages 
number of such customers and response times of the queue system are 
being used to derive the average time customers have to wait and the 
number of customers who wait for service. Bayes law of total probability 
and Laplace-Stieltjes transforms are being applied to derive these 
parameters in single-server queue systems presented in this research. A 
numerical example is also presented to validate the model parameters. It 
is observed that, in order to evaluate the distribution of the response and 
waiting time, the distribution at the instant a customer joins it must be 
known. It is also observed that, the model distribution’s parameters from 
both the theoretical and numerical illustrations of the single server 
(M/M/1) with balking customers presented in this paper conform to the 
Little’s theorem on queues. 
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As contained in Ogumeyo and Nwamara [2], several queuing models in literature have addressed different 

aspects of queuing systems. For example, a queue model to decongest highways traffic is reported in 

Nugraha [8]. A queuing model to minimize patient waiting time in a healthcare facility is presented in 

Kembeet al. [9]. Commonly used mathematical symbols by Kendall classifying queues are stated in [1], [3] 

and [4]. 

Bhat [10], presented single server queue models which centred on utility of servers, including their busy and 

idle periods’ probability distribution functions with the aim of ascertaining their levels of usefulness. Weber 

[12] and Takagi [13] remark that performance determines the steady-state of a queue which according to 

Kobayash [11] is attained when the expected number of arrivals is equal to the mean service time.  

             The behaviour of customers is very important in the management of a queue system. According to 

Weber [12], balked customers are customers who refused enter the queue because the queue is too lengthen 

while reneged customers are customers who join the queue but after sometime they get discouraged and exit 

it. Jockeying customers are the ones that move from one queue to another in search of a quicker or faster 

service when there are alternative queues in the system. A queue is said to be in transient state if its 

behaviour varies with time while a queue is said to be in a steady state if its behaviour in a long interval is 

independent of time. The measures of performance of a queue system hinges on the ability to manage its 

service facility with the aim of striking an optimum balance between the waiting cost of time and cost of 

keeping the system idle time, Ogumeyo and Nwamara [2]. Waiting cost can be direct or indirect. Direct 

waiting cost consists of unutilized manpower and equipment which has to be paid for by business owners. 

This increases the cost of production of goods and services. Indirect cost centres on loss of customer which 

leads to decreased sales and less profits. The purpose of this research is to expand the queue model in [2] 

with the aim of analysing its performance measures.  
 

2.0 Methodology and Materials 

Mathematical Notations  

The following are the mathematical symbols associated with the proposed models: 

𝜆 = Arrival rate of customers, 
1

𝜆
 = average time the server is idle, 𝑆 =  customer time expenditure in the 

system. 𝜇 = rate of departure from the system, Q̅ = Average population of customers in the queue, T̅ = 

average time of response to a customer, N̅ = Average population of customers in the system.  

Derivation of a Steady-State by using Baye’s Rule    

The methodology adopted in this research is Baye’s rule of total probability which was also applied by the 

author in [12]. The steady state distribution for arrival and departure processes are obtained by using Baye’s 

rule of total probability as stated in the following equations: 

𝑃𝑖 =
𝜆0……𝜆𝑖−1

𝜇0……𝜇𝑖
= 𝑃0,   𝑖 = 1, 2, … , 𝑃0

−1 = 1 + ∑
𝜆0……𝜆𝑖−1

𝜇𝑜……𝜇𝑖

∞
𝑖=1 ………………………(1) 

Let Xa, 𝑋𝑏 represent the state of instant arrival and departure of customers from the system, respectively and 

let IIk = 𝑃(𝑋𝑎 = 𝑘), 𝐷𝑘 = 𝑃(𝑋𝑏 = 𝑘), 𝑘 = 0,1,2, … .. represent their distributions. If we apply Baye’s rule to 

the above expressions,  

IIk = lim
ℎ→0

(𝜆𝑘ℎ+0(ℎ))𝑃𝑘

∑ (𝜆𝑗ℎ+0(ℎ))𝑃𝑗
∞
𝑗=0

=
𝜆𝑘𝑃𝑘

∑ 𝜆𝑗𝑃𝑗
∞
𝑗=0

……………………………………….…(2) 

Similarly 

𝐷𝑘 = lim
ℎ→0

(𝜇𝑘+1ℎ+0(ℎ))𝑃𝑘+1

∑ (𝜇𝑗ℎ+0(ℎ))𝑃𝑗
∞
𝑗=1

=
𝜇𝑘+1𝑃𝑘+1

∑ 𝜇𝑗𝑃𝑗
∞
𝑗=1

…………………………………………(3) 

because𝑃𝑘+1 =
𝜆𝑘

𝜇𝑘+1
𝑃𝑘, 𝑘 = 0,1 … , thus 

𝐷𝑘 =
𝜆𝑘𝑃𝑘

∑ 𝜆𝑖𝑃𝑖
∞
𝑖=0

= IIk,    𝑘 = 0,1, … … … … … … … … … … … … … … … … … … . (4) 
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Equations (1)-(4) state that at steady-state in a queuing system, the average arrival rate and the rate of service 

are similar but cannot have the same value compared to steady – state distribution at a random point. 

Equation (5) clearly proves this.  

𝜆̅ = ∑ 𝜆𝑖𝑃𝑖

∞

𝑖=0

= ∑ 𝜇𝑖+1𝑃𝑖+1

∞

𝑖=0

= ∑ 𝜇𝑘𝑃𝑘 = 𝜇̅

∞

𝑘=1

… … … … … … … … . . … … … … … … … … … … . . (5) 

If the arrivals of customers are uniformly distributed over a multi-server m system, then the average 

population of customers who arrive at the service facility during time T is 𝜆𝑇/𝑚.  Hence the utilization of the  

server can be expressed as stated in equation (6). 

Us =
𝜆

𝑚𝜇
……………………………………………………………………..(6) 

If we represent U and T as the times of waiting and response by the ith customer respectively by defining the 

waiting time to be the customer’s time spent in the queue while waiting for services, and response time to be 

the customer’s time spent in the system, then 

Ti = 𝑈𝑖 + 𝑉𝑖…………………………………………………………………(7) 

In equation (7) Virepresent service time of the queue system where Ui and Tj are assumed to be random 

variables. Thus, their mean values represented by U̅i and T̅j respectively can be used to measure the 

efficiency of the queue system. If we proceed to represent 𝑁(𝑡) = 0as the event that at time T the server is 

idle. Then the server utility during time T can mathematically be expressed as 

𝑈𝑠 =
1

𝑇
∫ 𝑥(𝑁(𝑡))𝑑𝑡,

𝑇

0
……………………………………………………..(8) 

Where N(t)>0 and  T is a protracted time interval. As T approaches infinity (∞), equation (9) is established 

with probability 1. 

Us = lim
𝑇→∞

1

𝑇
∫ 𝑥(𝑁(𝑡) ≠ 0)𝑑𝑡 = 1 − 𝑃0 =

𝐸𝛿

𝐸𝛿+𝐸𝑖

𝑇

0
……….……………(9) 

 If we represent 𝑃0 as the steady state probability that the server is idle while  𝐸𝛿 𝑎𝑛𝑑𝐸𝑖 represent the 

average busy period, average idle period of the server respectively then, by applying ergodic property of 

Markov chain contained Feller [14] which states that if𝑋(𝑡)is an ergodic Markov chain and A is a subset of 

its state space equation (10) holds with probability 1. 

lim
𝑇→∞

1

𝑇
(∫ 𝜒(𝑋(𝑡)𝜖

𝑇

0

𝐴)𝑑𝑡) = ∑ 𝑃𝑖

𝑖𝜖𝐴

=
𝑚(𝐴)

𝑚(𝐴) + 𝑚(𝐴̅)
… … … … … … … … … … … … … … . (10) 

Where m(A) represents the mean time of the chain in subset A and 𝑚(𝐴̅) is the mean time of𝐴̅ during a cycle, 

respectively. WhilePirepresentsthe ergodic (stationary, steady state) distribution of𝑋(𝑡). 

By Burke’s Theorem stated in Feller [14], at each period t, the population of customers N(t) present in the 

queue is not determined by the order of their departure times prior to t in  single server queue systems have 

steady states with arrival rate 𝜆. 

3.0 Analysis of Performance Measure of M / M / 1 Queue with Balking Customers 

Balking customers are customers who enter a queue system and exit without receiving service. A 

modification of a single server queue (M / M / 1) system in which customers are impatient for service as a 

result of too many arrivals is being considered in this paper. Let 𝑏𝑗 represent the probability of a customer 

joining the system where k is the number of customers already in the queue system at the time he arrived. 

This can be mathematical expressed as 

𝜆𝑗 = 𝜆. 𝑏𝑗 , 𝑗 = 0,1, … … … … … … … … … … … … … … … … … … … … … (11) 

From equation (11), it obvious that 𝑏𝑗 represent various category of customers.  The objective of this research 

is to find such probabilities formulas for the main performance measures without complication. Hence, we 

consider the following equations (12) and (13). 
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𝑏𝑗 =
1

𝑗 + 1
, 𝑗 = 0,1 … … … … … … … … … … … … … … … … … … … … … . . (12) 

Thus 

Pj =  
𝑝𝑗

𝑗!
𝑃0,   𝑗 = 0, 1, . . … … … … … … … … … … … … … … … … … … … … … … (13). 

By applying the normalization condition to equation (13) we obtain equation (14). 

Pj =  
𝑝𝑗

𝑗!
𝑒−𝑝,   𝑗 =  0, 1, .........................................................................(14) 

Stability condition is usually 𝑝 𝑙𝑒𝑠𝑠 𝑡ℎ𝑎𝑛 𝑖𝑛𝑓𝑖𝑛𝑖𝑡𝑦 (𝑝 < ∞), since condition 𝑝 < 1 is not needed in single 

server queues. Since the customers’ arrival satisfies Poisson distribution law, equation (15) can be used to 

obtain the performance measure of the system as follows: 

Performance Measures 

𝑈𝑠 = 1 − 𝑃0 − 𝑥−𝑝 … … … … … … … … … … … … … … … … … … … … … . (15) 

𝑈𝑠 =
𝐸(𝛿)

1

𝜆
+𝐸(𝜆)

……………………………………………………………………(16) 

Hence 

𝐸(𝛿) =
1

𝜆
  .

𝑈𝑠

1−𝑈𝑠
=

1

𝜆
 .

1−𝑥−𝑝

𝑥−𝑝 ….. ……………………………………………(17) 

𝑋 = 𝑝, Var (X) = p 
𝑋̅ = 𝑁 − 𝑈𝑠 = 𝑝(1 − 𝑥−𝑝) = 𝑝 + 𝑥−𝑝 − 1 

𝐸(𝑋2) = ∑(𝑘 − 1)2𝑃𝑘

∞

𝑘=1

= ∑ 𝑘2𝑃𝑘

∞

𝑘=1

− 2 ∑ 𝑘𝑃𝑘

∞

𝑘=1

+ ∑ 𝑃𝑘

∞

𝑘=1

 

                                   = 𝐸(𝑋2) − 2𝑁 + 𝑈𝑠 = 𝑝 + 𝑝2 − 2𝑝 + 𝑈𝑠 = 𝑝2 − 𝑝 + 1 − 𝑥−𝑝 

Thus 

𝑉𝑎𝑟 (𝑋) = 𝐸(𝑋2) − (𝐸(𝑋))
2

= 𝑝2 − 𝑝 + 1 − 𝑥−𝑝 − (𝑝 + 𝑥−𝑝 − 1)2 

= 𝑝2 − 𝑝 + 1 − 𝑥−𝑝 − 𝑝2 − 𝑥−2𝑝 − 1 − 2𝑝𝑥−𝑝 + 2𝑝 + 2𝑥−𝑝 

𝑝 − 𝑥−2𝑝 + 𝑥−𝑝 − 2𝑝𝑥−𝑝 

          = 𝑝 − 𝑥−𝑝(𝑥−𝑝 + 2𝑝 − 1)…………………………………………..(18) 

  Bayes rule in equation (2) can be used to determine the probability of customer joining the system at his 

arrival as shown in equation (19) and (20). 

𝑃𝐽 = lim
ℎ→0

∑ (𝜆𝑗ℎ+𝑜(ℎ))𝑃𝑗
∞
𝑗=0

∑ (𝜆ℎ+𝑜(ℎ))𝑃𝑘
∞
𝑗=0

=
∑ 𝜆𝑗𝑃𝑗

∞
𝑗=0

∑ 𝜆𝑃𝑘
∞
𝑗=0

=
𝜇(1−𝑥−𝑝)

𝜆
=

1−𝑥−𝑝

𝑝
……….(19) 

In order to determine the response and waiting distribution times, we need to know the distribution of the 

queue prior to customers’ arrival to joins the system. This also requires an application of Bayes rule. Hence, 

we obtain.  

∏ 𝑘 =
𝜆

𝑘+1
   .𝑃𝑘

∑
𝜆

𝑖+1
∞
𝑖=0

=

𝑥𝑘+1

(𝑘+1)!
  .𝑥−𝑝

∑
𝑝𝑖+1

(𝑖+1)!
𝑥−𝑝∞

𝑡=0

=
𝑃𝑘+1

1−𝑥−𝑃
 ………………………………(20) 

We observe that in equation (19) and (20), IIk ≠ 𝑃𝑘. 

In this case, we shall first of all determine the mean response time 𝑇̅ and then the waiting time 𝑊̅. 
By applying the law of total expectation, we obtain equations (21) and (22) 

𝑇̅ = ∑
𝑘+1

𝜇
II𝑘 =

1

𝜇
∑

(𝑘+1)𝑃𝑘+1

1−𝑥−𝑝
∞
𝑘=0 =

1

𝜇(1−𝑥−𝑝)

∞
𝑘=0    . 𝑁 =

𝑝

𝜇(1−𝑥−𝑝)
.…(21) 

𝑊̅ = 𝑇̅ −
1

𝜇
−

1

𝜇
(

𝜌−𝑥𝜌−1

1−𝑥−𝜌 )……………………………………………(22) 

 We recall from equation (5), that  
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𝜆̅ = ∑ 𝜆𝑘𝑃𝑘

∞

𝑘=0

= ∑ 𝜇𝑘𝑃𝑘

∞

𝑘=1

= ∑ 𝜇𝑃𝑘

∞

𝑘=1

= 𝜇(1 − 𝑥−𝑝) 

Hence, 

𝜆̅. 𝑇̅ = 𝜇(1 − 𝑥−𝑝) .
𝜌

𝜇(1−𝑥−𝜌)
= 𝜌 = 𝑁̅……..……………………….(23) 

𝜆. 𝑊 = 𝜇(1 − 𝑥−𝑝) .
𝑝+𝑥−𝑝−1

𝜇(1−𝑥−𝑝)
= 𝑝 + 𝑥−𝑝 − 1 = 𝑄̅………..………..(24) 

Equation (24) conforms to Little’s formula for(M/M/1) queue system with Balking Customers. T and W 

distributions can be determined by applying the same procedure as stated earlier. That is 

𝑓𝑇(𝑥) = ∑ 𝑓𝑇(𝑥|𝑗)  .

∞

𝑗=0

II𝑗 =  ∑
𝜇(𝜇𝑥)𝑗𝑥−𝜇𝑥

𝑗!

∞

𝑗=0

   .   
𝑝𝑗+1

(𝑗 + 1)!

𝑥−𝑝

1 − 𝑥−𝑝
 

Since the evaluation of 𝑓𝑇(𝑥) including  𝑓𝑤(𝑥) is difficult, we apply Laplace transform to evaluate them. 

Since the Laplace transform LT(𝑠) and Lw(𝑠) can be obtained, it means we can derive their higher moments. 

Thus, 

𝐿𝑇(𝑠) = ∑ 𝐿𝑇(𝑠|𝑗)II𝑗

∞

𝑗=0

= ∑ (
𝜇

𝜇 + 𝑠
)

𝑗+1
𝑝𝑗+1

(𝑗+1)
𝑥−𝑝

1 − 𝑥−𝑝

∞

𝑗=0

 

=
𝑥−𝑝

1 − 𝑥−𝑝
∑ (

𝜇𝑝

𝜇 + 𝑠
)

𝑗+1 1

(𝑗 + 1)!
=

𝑥−𝑝

1 − 𝑥−𝑝
(𝑥

𝜇𝑝

𝜇+1 − 1) … … … … … … … … … . . (25)

∞

𝑗=0

 

𝐿𝑤(𝑠) = 𝐿𝑇(𝑠) .
𝜇+𝑠

𝜇
…………………………………………………………………(26) 

Mean Response Time 

The mean response time 𝑇̅ can be determined by using equation (26) to verify the formula as follows: 

𝐿𝑇
′ (𝑠) =

𝑥−𝑝

1 − 𝑥−𝑝
  . 𝑥

𝜇𝑝

𝜇+1(−𝜇𝑝(𝜇 + 𝑠)−2) 

L𝑇
′ (0) =

𝑥−𝑝

1 − 𝑥−𝑝
𝑥𝑝  .

𝑝

𝜇
= −

𝑝

𝜇(1 − 𝑥−𝑝)
 

Hence 

𝑇̅ =
𝑝

𝜇(1−𝑥−𝑝)
  ……………………………………………………..(27) 

Equation (27) is the average time response of the queue. Similarly, the average waiting time can be obtained 

by using equation (26). The Laplace – transform method can be used to obtain Var(T) and (W)  of the queue 

system as stated below: 

L′T(𝑠) =
𝑥−𝑝

1 − 𝑥−𝑝
 . 𝑥

𝜆

𝜇+𝑠(−1)𝜆(𝜇 + 𝑠)−2 

Therefore 

𝐿𝑇
′′(𝑠) =

𝑥−𝑝

1 − 𝑥−𝑝
  . (𝑥

𝜆

𝜇+𝑠((−1)𝜆(𝜇 + 𝑠)−2)
2

+ 2𝜆(𝐶 + 𝑠)−3  . 𝑥
𝜆

𝜇+𝑠) 

Therefore, 

𝐿𝑇
′′(0) =

𝑥−𝑝

1−𝑥−𝑝
(𝑥𝑝 (−

𝑝

𝜇
)

2

+
2𝑝

𝜇2 𝑥𝑝) =

1

𝜇2   .
𝑝2+2𝑝

1−𝑥−𝑝…………………………………………………………..(28) 

Hence, 

𝑉𝑎𝑟 (𝑇) =
1

𝜇2
  .

𝑝2 + 2𝑝

1 − 𝑥−𝑝
− (

𝑝

𝜇(1 − 𝑥−𝑝)
)

2
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=
(𝑝2 + 2𝑝)(1 − 𝑥−𝑝) − 𝑝2

𝜇2(1 − 𝑥−𝑝)2
=

𝑝2 + 2𝑝 − 𝑝2𝑥−𝑝 − 2𝑝𝑥−𝑝 − 𝑝2

𝜇2(1 − 𝑥−𝑝)2
 

=
2𝑝−𝑝2𝑥−𝑝−2𝑝𝑥−𝑝

𝜇2(1−𝑥−𝑝)2 =
𝑝(2−(𝑝+2)𝑥−𝑝)

𝜇2(1−𝑥−𝑝)2   ………………………………(29) 

Equation (29) is the variance of the response time. Moreover, since U and T are considered as a random sum, 

it follows that: 

Var(U) = E(Xa)
1

𝜇2
+ 𝑉𝑎𝑟(𝑋𝑎) (

1

𝜇
)

2

=
1

𝜇2
(𝐸(𝑋𝑎) + 𝑉𝑎𝑟(𝑋𝑎)) 

𝐸(𝑋𝑎) = ∑ 𝑘 IIk

∞

𝑘=1

= ∑
𝑘𝑃𝑘+1

1 − 𝑥−𝑝

∞

𝑘=1

 

=
1

1 − 𝑥−𝑝
(∑(𝑘 + 1)𝑃𝑘+1

∞

𝑘=0

− ∑ 𝑃𝑘+1

∞

𝑘=0

) 

= 
1

1−𝑥−𝑝
 (𝜌 + 𝑥−𝑝 − 1)……………….…………………………..(30) 

Since Var(X𝑎) = 𝐸(𝑋𝑎
2) − (𝐸(𝑋𝑎))2……………………………..(31) 

 We have to first of all evaluate 𝐸(𝑋𝑎
2). That is  

𝐸(𝑋𝑎
2) = ∑ 𝑗2IIj

∞

𝑗=1

= ∑ 𝑗2
𝑃𝑗+1

1 − 𝑥−𝑝

∞

𝑗=1

 

=
1

1 − 𝑥−𝑝
∑((𝑗 + 1)2 − 2𝑗 − 1)𝑃𝑗+1

∞

𝑗=0

 

=
1

1 − 𝑥−𝑝
(∑(𝑗 + 1)2

∞

𝑗=0

𝑃𝑗+1 − 2 ∑ 𝑗𝑃𝑗+1

∞

𝑗=0

− ∑ 𝑃𝑗+1

∞

𝑗=0

) 

=
1

1 − 𝑥−𝑝
(𝑝 + 𝑝2 − 2(𝑝 + 𝑥−𝑝 − 1) − (1 − 𝑥−𝑝)) 

=
1

1−𝑥−𝑝 (𝑝2 − 𝑝 − 𝑥−𝑝 + 1) …………………………………….(32) 

Therefore 

Var(Xa) =
1

1 − 𝑥−𝑝
(𝑝2 − 𝑝 − 𝑥−𝑝 + 1) − (

1

1 − 𝑥−𝑝
(𝑝 + 𝑥−𝑝 − 1)) 

= (
1

1−𝑥−𝑝)
2

((1 − 𝑥−𝑝)(𝑝2 − 𝑝 − 𝑥−𝑝 + 1) − (𝑝 + 𝑥−𝑝 − 1)2) 

= (
1

1 − 𝑥−𝑝
)

2

(𝑝2 − 𝑝 − 𝑥−𝑝 + 1 − 𝑝2𝑥−𝑝 + 𝑝𝑥−𝑝 + 𝑥−2𝑝 − 𝑥−𝑝 − 𝑝2 − 𝑥−2𝑝 − 1 − 2𝑝𝑥−𝑝 + 2𝑝 − 2𝑥−𝑝) 

=
𝑝−𝑥−𝑝(𝑝2+𝑝)

(1−𝑥−𝑝)2 …………………………………………………….(33) 

Determination of the Variance of Waiting Time   

Var (U) = (
1

𝜇
)

2

(
1

1 − 𝑥−𝑝
(𝑝 + 𝑥−𝑝 − 1) +

𝑝 − 𝑥−𝑝(𝑝2 + 𝑝)

(1 − 𝑥−𝑝)2
) 

=
1

(𝜇(1 − 𝑥−𝑝))
2 ((𝑝 + 𝑥−𝑝 − 1)(1 − 𝑥−𝑝) + 𝑝 − 𝑥−𝑝(𝑝2 + 𝑝)) 

Thus 

Var(T) = Var(U) +
1

𝜇2
 

Var(T) = (
1

𝜇(1 − 𝑥−𝑝)
)

2

(𝑝 + 𝑥−𝑝 − 1)(1 − 𝑥−𝑝) + 𝑝 − 𝑥−𝑝(𝑝2 + 𝑝) + (1 − 𝑥−𝑝)2 
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=
(1 − 𝑥−𝑝)(𝑝 + 𝑥−𝑝 − 1 + 1 − 𝑥−𝑝) + 𝑝 − 𝑥−𝑝(𝑝2 + 𝑝)   

(𝜇(1 − 𝑥−𝑝))
2  

=
2𝑝−2𝑝𝑥−𝑝−𝑝2𝑥−𝑝

𝜇(1−𝑥−𝑝)2  ……………………………..(34) 

which is the variance of the response time. 

Note: If  and  represent measurements of demand for service and the capacity of performance of the 

service facility respectively, then − represents the excess capacity of the queue system to satisfy the 

demand. By following similar procedure, other performance measures of queue system of M/M/I are 

obtained as follows: 

(a) Waiting and Service time on the queue is  

)35.....(........................................
)( 



−
=sW

 

(b) Probability that there is no customer in the queue: 

)36.....(........................................)1(

2









=




xP

 

4.0 Numerical Example 

A road transport company has two clerks working in its office. The first clerk only handles V.P. passengers’ 

registration/issuance of receipts while the second clerk handles the business class passengers. Assuming the 

service time for both clerks is exponentially distributed with mean service time 2 minutes per passengers. 

The arrival rate of V.P. corresponds to Poisson distribution law with a mean arrival rate of 16 per hour. 

While the business class passengers arrival rate is 14 per hour. Determine the following performance 

measures of the queue system: 

(a) The average waiting time of V.P. passengers and business class passengers if each clerk could handle 

both the V.P passenger class and the business class passengers. 

(b) What would be the effect if we increase the service time 7 minutes. 

Solution 

There are two independent queuing systems: V.P passenger class and business passenger class with the 

arrival following Poisson distribution and the service time being exponentially distributed. 

For  V.P. class Passenger: Given that  = 14/h and  

  = 2/minutes (i.e. 30/hour) 

By applying our expected waiting time formula we have 

hour
x

Wq
240

7

1615

7

)1430(30
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)(
==

−
=

−
=



  

utes
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x
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min75.1
240

607



=
 

For the Business Passenger Class 

Expected waiting time in Queue: 
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min604
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Treating the given problem as a single queue with two servers (Clerks), we have the following parameter 

values: 

 = 14 + 16 = 30 / h,  = 30/h, number of servers/clerks s=2,   
2
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Average Waiting time of arrival in the queue: 
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To obtain the combined waiting time with 4.5 increase service time, when h/30=  we will have 
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By substituting the above values into (4) we have 
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Expected waiting time of arrivals in the system is 
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5.0 Analysis of Results 

From the results presented in the numerical example of section 4.0, we observed that the time a VIP 

passenger has to wait before being attended to by the clerk is 2 minutes while a business passenger waited for 

2.29 minutes before receiving service. If the queue problem is treated as a single queue with the two clerks as 

servers, then the average time to wait for a customer to arrive at the queue system is 0.25minute. While the 

combined average waiting time for a VIP passenger and a business passenger to arrive at the system with 4.5 

increase service time 2.7 minutes. With increase in service time to 4.5, the expected time to wait for a 

customer to arrive at the system is 24.3 minutes.     
 

6.0 Conclusion: 

 The measures of performance of a queue system hinges on the ability to manage its service facility with the 

aim of striking an optimum balance between the waiting cost of time and cost of keeping the system idle, 

Ogumeyo and Nwamara [2]. Waiting cost can be direct or indirect. Direct waiting cost consists of unutilized 

manpower and equipment which has to be paid for by business owners. This increases the cost of production 

of goods and services. Indirect cost centres on loss of customer which leads to decreased sales and less 

profits. Hence, there is a great need to develop mathematical queue model to enhance efficient management 

of queue in business organizations. The purpose of this research is to expand the queue model in [2] with the 

aim of analysing its performance measures which include: (a) number of customers in the queue plus 

customers currently receiving service (b) Queue Length (c) Length of time a customer is expected to wait 

before he receives service (i.e expected waiting time) (d) The fluctuation rate (variance) of the queue length. 

(e) The probability that there is no customer in the queue. (f) The probability that the queue system exceeds a 

given capacity K. In this paper, we have mathematically derived and analysed the performance measures of 

single server queue systems based on the distributions of waiting and response times. To get the probability 

distributions, we observed from the analysis that we have to first of all, know the distribution of the system at 

the time an arriving customer joins the queue. This was obtained by applying Bayes rule of total probability. 

The formulas for the means and variances were later transformed for easy computation by using generating 

functions and Laplace- transforms. It was also observed that, the formulas for the mean and variance of the 

distribution of the response and waiting times conform to the Little’s theorem on queuing system. This was 

illustrated in the numerical example presented in section 4.0. 

 

References: 

[1] Hiller, F.S, and Lierberman, G.J. (2010). Introduction to Operations Research. Irwin/McGraw-Hill 

[2] Ogumeyo S.A and Nwamara  C.C. (2019).Derivation of A Finite Queue Model with Poisson Input and 

Exponential Service. Journal of the Nigerian Association of Mathematical Physics Volume 52 pp.53-58 

[3] Wagner, H.M. (2001). ‘Principles of Operations Research’ pp. 854-865. Prentice-Hall of India 

[4] Bronson R. and Naadimuthu (1997). Operations Research 2nd Edition, Schaum’s outline series, McGraw-

Hill, New York 



OGUMEYO S.A, OMOLE C.E.O. - TRANSACTIONS OF NAMP 19 (2024) 125-134 
 

134 
 

[5] Subaagyo, P, Marwan, A. (1992) Operations Research, Yogakarta: BPFE 

[6] Kakaiy, T.J. (2004). DasarTeoriAntrianUntukKehidupanNyata. Yogyakarta: “Queue Models with 

Balking and Reneging”. Available online at https//doi.org/10.1051/ro/2019064. 

[7] Bohm, W. (2016) ‘A Course on Queuing Models’. Chapman and Hall/CRC. 

[8] Nugraha, Dedi, (2013). Penentuan Model System AntreanKendaran di GerbangTolBanyumanik, Skripsi, 

FSM, Statistika, UniversitasDiponegoro. 

[9] Kembe, M.M., Onah, E.S., Lorkegh, S.A., (2012). A Study of Waiting and Service Costs of a Multi-

Server  Queuing Model in a Specialist Hospital, International Journal of Scientific and Technology 

Research, 5(2): 2277-8616. 

[10] Bhat, U.N. (2005) ‘An introduction to Queuing Theory: Modeling and Analysis in Applications. 

Birkhauser. 

[11] Kobayashi, H (1978) ‘Modelling and Analysis’. An Introduction to System Performance Everluation 

Methodology. Addison-Wesley, Reading, MA. 

[12] Weber, T. (2019) Solving Performance Models Based on Basic Queuing Theory Formulas 

[13] Takagi, H. (1993) Queuing Analysis. A Foundation of Performance Evaluation. Vol.2. Finite systems. 

North-Holand, Amsterdam 

[14] Feller, W. (1968) “An Introduction to Probability Theory and its Applications” Vol. 1, 3rd Edition. New 

York: Wiley Inc. 


